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Abstract-It is the problem of computer science that how we 
detect the handwritten character and word, so it is also the 
problem in the field of image processing and pattern 
recognition of computer science. The meaning of handwritten 
character and word recognition refers to the identification of 
the characters or word which is written by a human being. 
Our approach is this, how this problem solved correctly. In 
Handwritten character recognition, we have to assign each 
character into its (A-Z, a-z or 0-9). In this paper we use two 
approaches Hidden Markov Model (HMM) and Genetic 
Algorithm (GA) to identify features of each character and 
compare with its testing set of characters. In this paper we 
uses various stages of handwritten character recognition 
system that are: read a scanned image of hand written 
character, converting this matrix into binary form (0 and 1), 
resizing each character matrix into size of (n x m where n and 
m may be same), and thinning of an image to get a clear 
skeleton of each character. Then In this paper identify the 
each character using three algorithms namely: Forward 
Algorithm, Baum Welch and Genetic Algorithm. The results 
obtained from each of the algorithm are compared separately 
and at the end the accuracy of these algorithms are compared 
separately. 
Keyword: HMM (Hidden Markov Model), GA (Genetic 
Algorithm), Baum Welch Method (BWM), Handwritten 
Character Recognition (HC). 

1. INTRODUCTION

1.1 Handwritten character recognition: 
Character and word recognition refers to the identification 
of hand written words and characters (machine printed or 
Handwritten char). The handwritten characters are not 
always of the same size, thickness, or orientation. Our goal 
is to implement a model which can classify those characters 
into appropriate classes.  These characters match to 
appropriate characters of the given data. Offline characters 
and word recognition refer to the recognition technique in 
which the final figure is given to us and we have no idea of 
how the writer wrote the word composed of various 
characters. Therefore, we implement a model, through 
which we can identify the written character and word. We 
can think of character recognition as machine simulation of 
human writing. First we started with the recognition of 
isolated handwritten character, in- which we obtain 
important information for character recognition from the 
extracted features. We have chosen the HMM model and 
GA for training because the advantage with HMM based 
systems is that they are mathematically strong model for 
the training and testing an image of the character. The task 
of handwritten character recognition, using a classifier, has 
great importance and use such as the applications of online 

handwriting recognition; recognize characters on scanned 
images of bank related documents. We have faced many 
challenges while attempting to solve this problem. 
1.2 Dataset Used 
Some of the handwritten characters are shown below: 

Figure 1.1 Samples of hand written characters of English 
language 

Our goal is the feature extraction of a character to classify 
the patterns into categories. A well-known example in this 
field is the handwritten character recognition where 
characters have to be assigned into one of the 26 classes 
using some classification method based on recognition 
techniques. Based on the recognition of characters of 
English language, we have shown a sample of data that are 
used as an input. 

2. HIDDEN MARKOV MODEL

A Hidden Markov Model (HMM) is a stochastic model that 
uses the statistical properties of observed real world data. A 
good HMM accurately models the real world source of the 
observed data and has the ability to simulate the source. 
Machine Learning techniques based on HMMs have been 
successfully useful to applications including speech 
recognition, optical character recognition, and as we will 
examine problems in computational biology [1]. 
Hidden Markov model used for applications to more 
complex process, including speech recognition and 
computational gene finding. A generalized Hidden Markov 
Model (HMM) contains of a finite set of states, an alphabet 
of output symbols, a set of state transition probabilities and 
a set of emission probabilities. The emission probabilities 
require the distribution of output symbols that may be 
released from each state. [1]  

Ravindra Nath et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 7 (4) , 2016, 1788-1794

www.ijcsit.com 1788

Atmaprakash Singh1

 Department of Computer Science and Engineering Maharishi 
University of Information  and Technology, Luck now 



2.1 Mathematical Description of HMM  
In order to characterize an HMM completely, following 
elements are needed [2] 
a. The number of states N in the model. 
 
b. The number of distinct observation symbols M   

 per state. 
 
c. The state transition probability distribution A 

  A = { ija } where )|( 1 itjtij SqSqpa     

 
d. The observation symbol probability distribution  in 

state j 

  )|()( jtkj SqtatVPkb     

  
e. The initial state distribution probability

 )( 1 ii SqP   

 λ = (A, B, ).  
The Three main problems of HMM are:  
Evaluation problem: Decoding problem, and Learning 
problem.  Evaluation problem: Compute P (O | λ), the 
probability of the observation sequence O = O1 O2 O3…OT, 
given the model λ = (A, B, ).  
Decoding problem: In this, we attempt to uncover the 
hidden part of the model i.e. find the optimal state 
sequence, for the given observation sequence O = O1 O2 
O3…OT, given the model λ = (A, B, ). Learning 
problem: model parameters (A, B, ) are adjusted such 
that P (O| λ) is maximized. 
In this paper, we have evaluated value of P (O| λ) using 
forward method and training is done using third problem of 
HMM called learning problem of HMM. 
In this paper we are using the third problem of HMM ie. 
Learning problem of HMM. So we evaluate the values the 
optimum value of P (O| λ). 
 

3. PREPROCESSING AND FEATURE EXTRACTION 
The pre-processing is a series of operations performed on 
the scanned input image. It essentially enhances the image 
rendering it suitable for segmentation. Binarization process 
converts a gray scale image into a binary image using 
global threshold technique. 
3.1 Preprocessing  
It usually consists of binarization, normalization and 
sampling, smoothing and de-noising of a character image. 
Any image processing application suffers from noise like 
isolated pixels etc. This noise gives rise to ambiguous 
features which results in poor recognition rate or accuracy. 
Hence we take the data set which is noiseless. After this the 
image of a character is binarized. Binarization process 
converts a gray scale image into a binary image. Thinning 
is performed to get the skeleton of character image so that 
strokes could be conspicuous. In order to explain the 
preprocessing phase, we have taken a sample image hand 
written character ‘A’ and then we have applied 
binarization, resizing and thinning to this scanned image.  
 

This process is shown in the figure given below: 
 

 
Figure 3.1 Description of a character in the form of pixel 

and binary digit 
 

Therefore we have obtained a thinned image in binaries 
form of 16x16 matrices. This image will be processed in 
the next phase. We see in the above figure that A is written 
shown by the binary 1 and rest part is 0. 
 
3.2 Feature Extraction  
Feature extraction is an important part of any type of 
pattern recognition. A better feature extraction method may 
yield better recognition rate by a given classifier. 
Therefore, much attention is paid to extract the suitable 
features from the preprocessed images. Our feature 
extraction process consists of LOCAL FEATURE 
EXTRACTION METHODS. Feature extraction can be 
defined as the process of extracting distinctive information 
from the matrices of character images. The feature 
extraction phase is just as important as the classification 
phase. In this research work the feature extracted will be 
used solely as the input for the classification phase. This 
component is regarded as very important because the focal 
point of the research lies in the success of the features 
extracted. 
3.3 Process of Feature Extraction  
After the preprocessing step, we have obtained a thinned 
image of given input character. Now we extract the local 
features from this preprocessed image. The image is 
divided into eight equal blocks of 4x8, from each block 
eight gradient features are extracted, each block represents 
a state in our model, thus we have eight states and the final 
observation sequence contains 64 observations. Feature 
extraction phase is the basis of our recognition model. The 
possibility of matching a character to a particular class 
depends on how these features are extracted. More 
accurately the features extracted, more will be the result of 
recognition.  
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This process is shown in the following figure:  

 
Figure 3.2 Feature Extraction 

 
4. CHARACTER RECOGNITION THROUGH OF HMM 

After the feature extraction process, we construct a HMM 
model for character. We have taken the same image of 
character ‘A’ as an example. Before calculating A, B and π, 
we create two observation sequences. Both sequences 
consist of 64 observations. As an instance, first sequence is 
generated as in the form of 1’s and 0’s.(If number of 1’s are 
more than number of 0’s in a column, then value is 1 
otherwise 0). These observation sequences are shown 
below: 
O={00000000010000000010000000011000000001101000
00000000100000000000} 
Π is taken as [0.4, 0.4, 0, 0, 0, 0.2, 0, 0] 
A is the probability of transition from one to other. Initial 
values are shown in following table: 

 
Table 4.1: Initial Sate Transition Probability Matrix for 

character A 
 

 
Table 4.2: Observation Probability Matrix for Character A 

 
The value of matrix B changes for each image as it counts 
the number of ones in the corresponding state during the 
time of feature extraction. We have used Forward 
algorithm to train the HMM using observation sequence 
obtained from the feature vectors. At the end of training 
process we obtain the final value of A and B which is used 
for recognition purpose. 

4.1 Forward Algorithm 
The forward algorithm, in the context of a hidden Markov 
model, is used to calculate a the probability of a state at a 
certain time, given the history of evidence. The process is 
also known as filtering. We want to find the probability of 
an observed sequence given an HMM - that is, the 
parameters ( , A, B) are known. Given this algorithm, it is 
straightforward to determine which of a number of HMMs 
best describes a given observation sequence - the forward 
algorithm is evaluated for each, and that giving the highest 
probability selected.  
4.2 HMM Training By Forward Algorithm: 
The forward algorithm is implemented for calculating the 
probability of the various observation sequence mentioned 
above. Thus using our HMM model parameters, and a 
sequence of observations, we computed P(O|λ), the 
probability of the observation sequence given a model. This 
problem could be viewed as one of evaluating how well a 
model predicts a given observation sequence, and thus 
allow us to choose the most appropriate model from a set. 
We define the forward probability variable: 
αt(i) = P(o1o2 · · · ot, qt = si|λ)  
So if we work through the trellis filling in the values of α, 
the sum of the final column of the trellis will equal the 
probability of the observation sequence. The algorithm for 
this processing called the forward algorithm and is as 
follows: 
1. Initialization: 
α1(i) = πibi(o1), 1 ≤ i≤_ N 
2. Induction: 
αt+1(j) = [N∑i=1 αt(i)aij]bjo(t+1) , 1 ≤ t ≤ T − 1, 1 ≤ j ≤ N 
3. Termination: 
     P(O|λ) =N∑i=1 αT(i) 

For each state sj , αj(t) stores the probability of arriving in 
that state having observed the observation sequence up 
until time t. 
4.3 Training 
First Training: For first observation sequence O=(O1 O2 O3 
……. OT) we calculate the value of  
P(O|λ) by using the Forward algorithm each time by 
altering the A and B matrices simultaneously (We do 
changes by adding and subtracting some number d in range 
of (0.001-0.009) from the same row). Thus we generate 
approximately one thousand values of P(O|λ) and arrange 
them in descending order and take the best value of P(O|λ). 
Distinct values of P(O|λ) (in decreasing order) obtained 
after first training of English character “A“ 
 

 
Table 4.3.1:  P(O|λ) values after first training 
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Best value of the P (O|λ) after first training is -
51.022585926816483 with the corresponding values of 
matrices A and B as 

 
Table 4.3.2 corresponding A matrix after first training 

 
Table 4.3.3 Corresponding B matrix after first training 

 
4.4 Retraining after using best values of P(O|λ) 
For the better result we re-train the data best valu of P(O|λ). 
We again generate 1000 values of P(O|λ) by Forward 
algorithm and arrange these values in descending order and 
take the best value. This is our final P(O|λ) value for that 
character image. Using these above values of A and B 
matrices we have re-train and Values of P(O|λ) obtained 
after second training. 

 
Table 4.4.1  P(O|λ) values after second training 

 
maximum value of the P(O|λ) after second training is -
50.916874337730860 with the corresponding values of 
matrices A and B as 

 
Table 4.4.2 corresponding values of A matrix after 

retraining 

 
Table 4.4.3 Corresponding B matrix after second training 

 
Similarly we have done above procedure for other nine 
images of handwritten English alphabet character “A” and 
we get the following are the ten training values of P(O|λ). 
 

 
Table 4.4.4 P(O|λ) values for ten images of character A by 

using forward algorithm 
 

4.5 Testing using forward algorithms 
We have tested the six other English alphabet character A 
images and we get the following values of P(O|λ) after 
subtracting from the MAX value for character A stored at 
the time of training 
For English character “A” we have trained our hidden 
Markova model using the Forward algorithm and get the 
following range 0 to 13.99464.  

 
Table 4.5: results obtained by forward algorithms 

 
4.6 Analysis using forward method  
It is concluded that our forward algorithm gives 99.90% 
result as it recognizes all the samples of character “A” 
taken above as an example. This algorithm is highly 
efficient because it provides a strong mathematical ground. 
 

5. CHARACTER RECOGNITION USING BAUM-WELCH 

ALGORITHM 
The most difficult problem is to determine a method to 
adjust the model parameters (A, B, π) to maximize the 
probability of the observation sequence O = [O1 O2 
O3,…….,OT] for the given model. However we can choose 
λ= (A, B, π) such that P(O|λ) is locally maximized using an 
iterative procedure such as Baum-Welch method. 
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5.1 Training through Baum-Welch Algorithm  
We have directly used the Baum-Welch method defined in 
MATLAB for the cross-verification of the Hidden Markov 
Model that we have created. Functions used 
[seq, states]= hmmgenerate (64, A, B); 
This function generates the sequence of observation and 
their corresponding states by using the transition matrix A 
and symbol emission matrix B 
[estTR1, estE1]=hmmtrain (seq, A, B, ’Algorithm’, 
’BaumWelch’,  ’MAXITERATIONS’,  1000); 
This function uses the above generated sequence with the 
transition matrix A and symbol emission matrix B. It also 
needs the algorithm to train the Hidden Markov model- we 
have used the Baum-Welch here, we confined the 
maximum iteration to 1000 so that the value of P(O|λ) 
converges easily. 
for training we have used the above described procedure 
until the optimum value of P(O|λ) is calculated. Table listed 
below shows the optimum values of P(O| λ) obtained after 
applying the above described procedure are on ten images 
of English character A; 

 
Table 5.1 P(O|λ) values for ten images of character A by  

Baum- Welch algorithm 
 

 English character A we have trained our model by using 
the Baum-Welch Algorithm by utilizing the built-in 
function hmmtrain (…) of MATLAB and get the following 
range 0 to 15.090769. 
 
5.2 Testing using Baum-Welch Algorithm: 
We have tested the six other English alphabet character A 
images and we get the following values of P(O|λ) after 
subtracting from the MAX value for character A stored at 
the time of training 

 
Table 5.2: results obtained by Baum-Welch algorithms 

 
5.3 Analysis through Baum-Welch Algorithm 
Above result shows that four values out of six values lie in 
the range. This shows that our HMM model have the 
efficiency of 66.67% (approximately) for recognizing the 
English character A. 

6.  CHARACTER RECOGNITION USING GENETIC 

ALGORITHMS 
6.1 Genetic Algorithm 
Genetic Algorithm is a search technique that imitates the 
natural selection and biological evolutionary process. GA 
has been used in wide variety of applications, particularly 
in optimization problems.  In a genetic algorithm, we start 
with a set of feasible solutions, called population, then the 
crossover and mutation operations are applied to pair of 
solutions and this way a new population is generated.  We 
continue this process to get a final solution. Genetic 
algorithm is a randomized search algorithm and it can be 
outlined as follows. [29] 

 
6.2 Training through Genetic algorithms 
 In Implementation of Genetic Algorithm, we have taken 
the state transition matrix A used in Hidden Markov Model 
(as described earlier). The crossover operation is applied on 
the state transition matrix A to generate the random 
population. The value of P(O|λ) are calculated for all these 
random populations. The state transition matrix A 
corresponding to the maximum value of P(O|λ) is further 
taken for creating the next set of population by using 
crossover and mutation operation simultaneously. After the 
creation of these populations again value of P(O|λ) are  
calculated and the corresponding value of state transition  
matrix A is taken for further population generation. This 
process continues until we get the optimum value of 
P(O|λ).  
The state transition matrix A is shown below. Each row of 
matrix A is considered as Chromosome. Each specific 
arrangement of these chromosomes is termed as a single 
population.  
 

 
Table: 6.2.1 Initial state transition on probability matrix 

discipline chromosomes    
 

Crossover: To generate random population we applied 
crossover operation on state transition matrix A. For that 
we have selected two random chromosomes (among 1 to 8) 
and interchange their position .State transition matrix A 
after interchanging chromosome 3 and 5: 

 
Table 6.2.2: Matrix A after applying Crossover operation  
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Mutation: - Mutation is applied on state transition matrix 
A by adding or subtracting a small number d in the range of 
(0.001- 0.009) from any randomly generated row and 
column. State transition matrix A after mutating the value 
A(3,5) by d=0.003  

 
Table 6.2.3: Matrix A after applying Mutation operation 
 
6.3 Training using Genetic algorithms: 
For training we have used the above described procedure 
until the optimum value of P(O|λ) is calculated. Table listed 
below shows the optimum values of P(O| λ) obtained after 
applying the above described procedure are on ten images 
of English character A 
 

 
Table 6.3.1 P(O|λ) values of ten images of character A by 

using Genetic Algorithms 
 
Above result shows that range for English character A will 
be 0 to 13.101611. 
For testing, we input an image of new character and 
calculate the optimum value of P(O|λ). We subtracts this 
value from the maximum P(O|λ) value that we got during 
the training of that character, if the result lies in our already 
calculated range this implies that we have recognized 
character accurately, else our model fails to recognize that 
image correctly. 
Table listed below shows the value of P (O|λ) calculated for 
six test images of English character A after subtracting 
them from the MAX value which was obtained during the 
time of training. 
 

 
Table 6.3.2 Results obtained by genetic algorithms 

 

6.4 Analysis through forward, Baum-Welch and Genetic 
algorithms 
Above result shows that five values out of six values lie in 
the range created for English character A. It shows that our 
model have efficiency of 83.33% (approx.) in recognizing 
the English character A. The table listed below shows the 
efficiency of the all the three algorithms for the English 
alphabet A. 

 
Table 6.4.1 Comparison of various classification algorithms 

used in the paper   
 

7 CONCLUSIONS 
We have taken data of handwritten English characters (six 
different images of each character) and created Hidden 
Markov Model for that. We have applied three techniques 
for character recognition namely: Forward Algorithm, 
Baum-Welch Algorithm, and Genetic Algorithm. To 
applying these three techniques we can be conclude that 
our HMM Model (forward method) recognizes the 
handwritten characters approximately with the maximum 
efficiency. It can be shown by using the above result that 
Forward algorithm recognizes all the six images, whereas 
Baum-Welch Algorithm and Genetic Algorithm recognizes 
four and five character images of English character out of 
six character images respectively. Using these results we 
can apply this method to recognize the scanned image for 
characters in future use. 
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